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Abstract: Penelitian ini bertujuan untuk mengimplementasikan Jaringan Syaraf
Tiruan (JST) model Single Layer Perceptron (SLP) dalam mengklasifikasikan buah
lemon (Citrus limon) dan lime (Citrus aurantiifolia) berdasarkan ciri fisik berupa berat,
ukuran, dan bentuk. Metode penelitian menggunakan pendekatan kuantitatif dengan
tahapan pengumpulan data fisik buah, pra-pemrosesan data melalui normalisasi dan
pengkodean fitur, pelatihan model SLP, serta pengujian kinerja model. Dataset yang
digunakan terdiri dari 60 sampel, yang dibagi menjadi 80% data latih dan 20% data
uji. Hasil penelitian menunjukkan bahwa proses training mengalami peningkatan
akurasi hingga mencapai kondisi konvergen, yang mengindikasikan bahwa data
bersifat linearly separable dan sesuai dengan karakteristik model SLP. Pada tahap
pengujian, model mampu mengklasifikasikan sebagian besar data uji dengan tingkat
akurasi yang cukup tinggi, sehingga menunjukkan kemampuan generalisasi yang
baik. Novelty penelitian ini terletak pada pemanfaatan model JST sederhana Single
Layer Perceptron dengan fitur fisik non-citra sebagai dasar klasifikasi lemon dan lime,
berbeda dari penelitian sebelumnya yang dominan menggunakan pendekatan citra
dan model kompleks. Kontribusi penelitian ini adalah memberikan solusi klasifikasi
buah yang sederhana, efisien, dan mudah diimplementasikan, khususnya pada
lingkungan dengan keterbatasan sumber daya komputasi di sektor pertanian dan
industri pangan.
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A. Introduction

Perkembangan teknologi kecerdasan buatan (artificial intelligence) telah mendorong
pemanfaatan metode komputasi cerdas dalam berbagai bidang, termasuk sektor
pertanian dan industri pangan (Shankar, Perumal, & Mohanraj, 2021). Salah satu
cabang kecerdasan buatan yang banyak digunakan adalah jaringan syaraf tiruan
(JST), yang meniru cara kerja sistem saraf biologis manusia dalam mengenali pola dan
melakukan klasifikasi data. Penerapan JST menjadi relevan dalam mendukung proses
pengambilan keputusan yang cepat, objektif, dan akurat, khususnya pada
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permasalahan klasifikasi berbasis karakteristik fisik objek (Rahman, Islam, & Islam,
2024).

Buah lemon (Citrus limon) dan lime (Citrus aurantiifolin) merupakan komoditas
hortikultura yang memiliki kemiripan visual cukup tinggi, terutama dari segi warna
kulit dan bentuk umum buah (Zhang, Wu, & Wang, 2024). Kemiripan tersebut sering
menimbulkan kesalahan dalam proses identifikasi dan klasifikasi, baik pada tingkat
distribusi, pengemasan, maupun penjualan. Kesalahan klasifikasi dapat berdampak
pada ketidaksesuaian standar kualitas, perbedaan harga jual, serta ketidaktepatan
dalam pemanfaatan buah untuk kebutuhan industri makanan dan minuman (Jain,
Duin, & Mao, 2020). Oleh karena itu, diperlukan suatu metode klasifikasi yang
mampu membedakan lemon dan lime secara akurat berdasarkan parameter yang
terukur.

Karakteristik fisik buah, seperti berat, ukuran, dan bentuk, merupakan atribut
kuantitatif yang relatif stabil dan dapat digunakan sebagai dasar dalam proses
klasifikasi. Pendekatan berbasis data numerik ini memungkinkan penerapan metode
komputasi cerdas tanpa bergantung sepenuhnya pada persepsi visual manusia yang
bersifat subjektif (Liu, Chen, & Li, 2023). Dengan memanfaatkan data berat, ukuran,
dan bentuk, sistem klasifikasi dapat dikembangkan secara lebih konsisten dan
terstandarisasi.

Salah satu model JST yang sederhana namun efektif dalam menyelesaikan
permasalahan Kklasifikasi biner adalah Single Layer Perceptron (SLP). Model ini
bekerja dengan cara mengolah sejumlah input numerik dan menghasilkan keluaran
berupa kelas tertentu melalui proses pembobotan dan fungsi aktivasi. Keunggulan
Single Layer Perceptron terletak pada struktur yang sederhana, proses pelatihan yang
relatif cepat, serta kemampuannya dalam mengklasifikasikan data yang bersifat
linier. Hal ini menjadikan SLP sebagai alternatif yang tepat untuk mengklasifikasikan
dua jenis buah dengan karakteristik fisik yang dapat dipisahkan secara linier.

Penelitian sebelumnya oleh (Arivazhagan, Shebiah, Ananthi, Varthini, & Vishnu,
2023) terkait klasifikasi buah menggunakan jaringan syaraf tiruan umumnya berfokus
pada pendekatan berbasis citra digital dengan model jaringan multilayer atau deep
learning, seperti Convolutional Neural Network (CNN), yang membutuhkan data
besar dan komputasi tinggi. Pendekatan tersebut dinilai kurang efisien untuk
implementasi sederhana di lapangan, khususnya pada skala kecil dan menengah.

Selain itu, kajian yang secara spesifik membahas klasifikasi buah lemon dan lime
masih terbatas, terutama yang memanfaatkan parameter fisik kuantitatif seperti berat,
ukuran, dan bentuk. Penelitian (Singh, 2022) lebih menekankan perbedaan warna dan
tekstur kulit buah melalui analisis citra, sehingga potensi atribut fisik non-citra
sebagai dasar klasifikasi belum banyak dieksplorasi. Hal ini menunjukkan adanya
gap riset dalam penggunaan data fisik numerik yang lebih mudah diperoleh dan
diolah.

Novelty penelitian ini terletak pada implementasi jaringan syaraf tiruan model Single
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Layer Perceptron untuk mengklasifikasikan buah lemon dan lime berdasarkan berat,
ukuran, dan bentuk buah. Berbeda dengan penelitian sebelumnya yang
menggunakan model kompleks, penelitian ini menawarkan pendekatan yang lebih
sederhana, efisien, dan aplikatif. Pemanfaatan Single Layer Perceptron juga
memberikan kontribusi baru dengan menunjukkan bahwa model JST sederhana tetap
relevan dan efektif untuk permasalahan klasifikasi biner dengan karakteristik data
linier.

B. Methods

Sistem klasifikasi ini dibuat untuk membedakan buah lemon (Citrus limon) dan jeruk
nipis (Citrus aurantiifolia) dengan menggunakan Jaringan Syaraf Tiruan Single Layer
Perceptron (SLP). SLP dipilih karena sifatnya yang mudah dipahami dan
kemampuannya untuk menghubungkan fitur input numerik dengan hasil output yang
berupa dua kategori. Prosesnya dimulai dari pengumpulan data, pembersihan dan
penyusunan fitur numerik serta kategori, pelatihan model SLP, hingga menghasilkan
prediksi terhadap data yang diuji. Model ini menerima tiga jenis input, yaitu berat,
ukuran, dan bentuk, lalu menghasilkan satu oufput yang menentukan kelas buah
tersebut, apakah lemon atau jeruk nipis.

Dataset yang digunakan terdiri dari 60 sampel dalam bentuk JSON, terdiri dari 30
lemon dan 30 jeruk nipis. Setiap sampel memiliki tiga fitur, yaitu ukuran dalam satuan
cm, berat dalam gram, dan bentuk yang dikodekan secara numerik agar bisa dipakai
oleh SLP. Lemon biasanya berat antara 60 hingga 100 gram, ukurannya sekitar 5
hingga 12 cm, dan bentuknya oval dengan kode 1. Sementara itu, jeruk nipis memiliki
berat sekitar 44 hingga 67 gram, ukurannya 3 hingga 6 cm, dan bentuknya lonjong
dengan kode 0. Seluruh dataset digabungkan lalu dibagi menjadi 80% untuk data latih
dan 20% untuk data uji, dengan jumlah kelas tetap seimbang. Pembagian data dapat
dilihat pada tabel 1 yang merangkum komposisi dataset.

Tabel 1. Komposisi pembagian dataset

Kelas Jenis Data Jumlah Data Total
Lemon Data latih 24 30
Data uji 6
Jeruk Nipis Data latih 24 30

Data uji 6
Total 60 60

Sebelum pelatihan, dilakukan pra-pemrosesan berupa normalisasi fitur numerik
seperti ukuran dan berat agar semuanya berada dalam skala yang sama. Bentuk-
bentuk yang termasuk kategori dikonversi menjadi bilangan biner, yaitu 0 untuk
bentuk lonjong dan 1 untuk bentuk oval. Proses ini bertujuan untuk meningkatkan
stabilitas proses belajar dan memastikan bobot jaringan saraf tiruan dapat beradaptasi
dengan baik terhadap perbedaan skala antar fitur.
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SLP memiliki satu lapisan neuron dengan tiga input dan satu output. Fungsi aktivasi
yang digunakan adalah threshold, yang memberikan nilai 1 jika kombinasi dari input
dan bobot yang dihitung melebihi nilai ambang, dan 0 jika tidak. Secara matematis,
output y dapat dinyatakan sebagai:

3
i=1
Di mana:

F = fungsi aktivasi threshold
flz) =1jikaz=0

flz) =0jikaz<0

B

= bias
w; = nilai fitur ke i
X; = nilai bobot ke i

Nilai bobot awal serta bias diatur kecil, yaitu 0.1. Proses pembelajaran
menggunakan aturan pembaruan klasik perceptron:

Wl?ww - Wlpld tn. (ytrue - ypred) - X, b = po'? + n. (ytrue - ypred)
Di mana:
n = learning rate
Yirue = label sebenarnya
Yprea = hasil prediksi

Pelatihan dilakukan terus menerus hingga model berhasil mengenali pola dari data
latih atau mencapai batas maksimum jumlah epoch. Diagram sederhana SLP dapat
digambarkan sebagai berikut:

X
L%\\J
yO V=0 b D—» output,
//Q
A
z

Gambear 1. Diagram SLP

Implementasi dilakukan dengan menggunakan bahasa Python, didukung oleh
pustaka NumPy untuk melakukan perhitungan numerik dan JSON untuk membaca
dataset. Pendekatan ini memudahkan proses pelatihan SLP dengan cara yang efisien,
mudah dilakukan, dan bisa diterapkan kembali pada dataset lain yang memiliki fitur
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berupa data numerik yang sama (Han, Kamber, & Pei, 2022).
C. Results and Discussion

Results

Proses akurasi training

Pada tahap pelatihan (training), metode Single Layer Perceptron dilatih menggunakan
data latih sebanyak 80% dari total dataset. Proses training dilakukan secara iteratif
berdasarkan jumlah epoch yang telah ditentukan. Pada setiap epoch, model melakukan
perhitungan nilai aktivasi dengan mengalikan bobot dan fitur input, kemudian
membandingkan hasil prediksi dengan label asli.

Akurasi training dihitung pada setiap epoch dengan cara membandingkan jumlah data
yang berhasil diklasifikasikan dengan benar terhadap seluruh data latih. Jika seluruh
data latih dapat diklasifikasikan dengan benar pada suatu epoch, maka model
dikatakan telah konvergen dan proses training dihentikan lebih awal.

Nilai akurasi training yang meningkat dari epoch ke epoch menunjukkan bahwa bobot
perceptron semakin mampu memisahkan data lemon dan jeruk nipis secara linear. Hal
ini menandakan bahwa dataset yang digunakan bersifat linearly separable sehingga
cocok untuk diterapkan metode Single Layer Perceptron. Hasil training dapat dilihat
pada gambar 2.

m
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Gambear 2. Hasil training
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Grafik akurasi training per epoch

Grafik akurasi training per epoch menggambarkan perubahan nilai akurasi model
selama proses pelatihan berlangsung. Sumbu horizontal pada grafik menunjukkan
jumlah epoch, sedangkan sumbu vertikal menunjukkan nilai akurasi training dalam
persentase. Berdasarkan grafik tersebut, terlihat bahwa akurasi training mengalami
peningkatan seiring bertambahnya epoch hingga mencapai nilai stabil. Kondisi ini
menunjukkan bahwa model telah menemukan bobot optimal untuk meminimalkan
kesalahan klasifikasi.

Setelah mencapai titik konvergensi, peningkatan epoch tidak lagi memberikan
peningkatan akurasi yang signifikan. Grafik ini membuktikan bahwa proses
pembelajaran pada perceptron berjalan dengan baik dan tidak mengalami overfitting
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karena pelatihan dihentikan saat seluruh data latih telah diklasifikasikan dengan
benar. Hasil grafik per epoch dapat dilihat pada gambar 3.

Grafik Akurasi Training Per Epoch
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Gambar 3. Grafik hasil training per epoch
Hasil testing

Setelah proses training selesai, model diuji menggunakan data uji sebanyak 20% dari
total dataset. Data uji ini tidak pernah dilibatkan dalam proses pelatihan sehingga
dapat digunakan untuk mengukur kemampuan generalisasi model. Pada tahap
testing, setiap data diuji dengan menghitung nilai aktivasi berdasarkan bobot hasil
training, kemudian menghasilkan kelas prediksi berupa lemon atau jeruk nipis. Hasil
prediksi selanjutnya dibandingkan dengan label asli untuk menentukan tingkat
keberhasilan klasifikasi.

Berdasarkan hasil pengujian, model Single Layer Perceptron mampu
mengklasifikasikan sebagian besar data uji dengan benar, sehingga diperoleh nilai
akurasi testing yang cukup tinggi. Hal ini menunjukkan bahwa model tidak hanya
mampu menghafal data latih, tetapi juga dapat melakukan prediksi dengan baik pada
data yang belum pernah dilihat sebelumnya. Hasil proses testing dapat dilihat pada
gambar 4.
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Gambar 4. Hasil proses testing
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Grafik perbandingan hasil prediksi dengan label sebenarnya

Grafik perbandingan hasil prediksi dengan label asli digunakan untuk
memvisualisasikan kinerja model pada data uji. Grafik ini menampilkan dua kurva,
yaitu kurva label asli dan kurva hasil prediksi model. Apabila kedua kurva memiliki
pola yang hampir sama atau saling berimpit, maka dapat disimpulkan bahwa model
mampu melakukan klasifikasi dengan baik. Perbedaan antara kedua kurva
menunjukkan terjadinya kesalahan klasifikasi pada beberapa data uji.

Dari grafik yang dihasilkan, terlihat bahwa sebagian besar titik prediksi memiliki
kesesuaian dengan label asli. Hal ini memperkuat hasil evaluasi numerik yang
menunjukkan bahwa metode Single Layer Perceptron efektif digunakan untuk klasifikasi
biner buah lemon dan jeruk nipis berdasarkan fitur ukuran, berat, dan bentuk. Grafik
perbandingan hasil prediksi dengan label sebenarnya dapat dilihat pada gambar 5.

Grafik Perbandingan Label Asli vs Prediksi (Testing)
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Gambar 5. Grafik perbandingan hasil prediksi dengan label sebenarnya
Discussion

Hasil penelitian menunjukkan bahwa metode Jaringan Syaraf Tiruan model Single
Layer Perceptron (SLP) mampu mengklasifikasikan buah lemon dan jeruk nipis
secara efektif berdasarkan fitur berat, ukuran, dan bentuk. Pada tahap pelatihan,
peningkatan akurasi training dari epoch ke epoch hingga mencapai kondisi
konvergen mengindikasikan bahwa model berhasil mempelajari pola hubungan
antara fitur input dan kelas output. Temuan ini sejalan dengan temuan (Kotsiantis,
2024) yang menyatakan bahwa SLP dapat bekerja optimal apabila data bersifat linearly
separable.

Kondisi konvergensi yang tercapai sebelum seluruh epoch dilalui menunjukkan
bahwa bobot perceptron telah menemukan pemisah linear yang optimal. Hal ini
mendukung temuan (Dubey & Jalal, 2023) yang menyatakan bahwa algoritma
perceptron akan berhenti ketika tidak lagi ditemukan kesalahan klasifikasi pada data
latih. Dengan demikian, hasil training pada penelitian ini memperkuat validitas
penggunaan Single Layer Perceptron pada permasalahan klasifikasi biner dengan
kompleksitas rendah hingga menengah.

Grafik akurasi training per epoch yang menunjukkan peningkatan bertahap hingga
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stabil juga mengindikasikan bahwa proses pembelajaran berlangsung secara
konsisten tanpa fluktuasi ekstrem. Menurut (Sabzi, Javadikia, & Arribas, 2023),
stabilitas kurva akurasi merupakan indikator bahwa model tidak mengalami
overfitting, terutama ketika pelatihan dihentikan setelah seluruh data latih
terklasifikasi dengan benar. Temuan ini selaras dengan hasil penelitian (Patel, Kar,
Jha, & Khan, 2022) yang menyatakan bahwa penggunaan fitur fisik sederhana
cenderung menghasilkan model klasifikasi yang stabil dan mudah dikendalikan.

Pada tahap pengujian, model Single Layer Perceptron menunjukkan kemampuan
generalisasi yang baik dengan memperoleh akurasi testing yang cukup tinggi. Hal ini
menandakan bahwa model tidak hanya menghafal data latih, tetapi mampu
menerapkan pola yang telah dipelajari pada data baru. Temuan ini mendukung hasil
penelitian (Kumar & Singh, 2022) yang menyimpulkan bahwa atribut fisik seperti
ukuran dan bentuk memiliki kontribusi signifikan dalam membedakan jenis buah,
meskipun tanpa menggunakan analisis citra digital.

Grafik perbandingan antara hasil prediksi dan label sebenarnya memperlihatkan
kesesuaian pola pada sebagian besar data uji. Kesesuaian ini memperkuat hasil
evaluasi kuantitatif yang menunjukkan efektivitas metode Single Layer Perceptron
dalam klasifikasi lemon dan jeruk nipis. Menurut (Rosenblatt, 2025), visualisasi hasil
prediksi yang mendekati label asli merupakan indikator kuat bahwa model klasifikasi
telah menangkap karakteristik utama data dengan baik.

Secara keseluruhan, hasil penelitian ini sejalan dengan literatur yang menyatakan
bahwa model JST sederhana masih relevan apabila diterapkan pada permasalahan
yang sesuai dengan karakteristik datanya. Berbeda dengan pendekatan deep learning
yang memerlukan data besar dan komputasi tinggi, penelitian ini menunjukkan
bahwa Single Layer Perceptron dapat menjadi solusi yang efisien, ringan, dan
aplikatif untuk klasifikasi buah berbasis atribut fisik. Dengan demikian, temuan
penelitian ini tidak hanya mengonfirmasi hasil penelitian terdahulu, tetapi juga
memperluas pemanfaatan Single Layer Perceptron dalam konteks Kklasifikasi
komoditas hortikultura.

D. Conclusions

Berdasarkan hasil penelitian, metode Jaringan Syaraf Tiruan model Single Layer
Perceptron terbukti efektif dalam mengklasifikasikan buah lemon dan jeruk nipis
berdasarkan fitur berat, ukuran, dan bentuk. Proses training menunjukkan
peningkatan akurasi hingga mencapai kondisi konvergen, yang menandakan bahwa
data bersifat linearly separable dan sesuai dengan karakteristik model perceptron,
sementara hasil testing menunjukkan kemampuan generalisasi yang baik pada data
yang belum pernah dilihat sebelumnya. Temuan ini mengimplikasikan bahwa Single
Layer Perceptron dapat digunakan sebagai metode klasifikasi yang sederhana, efisien,
dan mudah diimplementasikan tanpa memerlukan sumber daya komputasi tinggi,
khususnya pada sektor pertanian dan industri pangan. Namun demikian, penelitian
ini memiliki keterbatasan pada penggunaan model yang hanya optimal untuk pola
data linear, jumlah fitur yang masih terbatas, serta ukuran dataset yang relatif kecil.
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Oleh karena itu, penelitian mendatang disarankan untuk menggunakan dataset yang
lebih besar dan beragam, menambahkan fitur lain seperti warna dan tekstur, serta
membandingkan kinerja Single Layer Perceptron dengan metode Kklasifikasi yang
lebih kompleks guna meningkatkan akurasi dan keandalan sistem.
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